ARTIFICIAL INTELLIGENCE -INTRODUCTION
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Artificial intelligence (Al) is a set of technologies that enable computers to perform
a variety of advanced functions, including the ability to see, understand

and translate spoken and written language, analyse data, make recommendations,
and more.

Examples and applications of Al

Smartphone uses Al, as do services like digital assistants, chatbots, social media
websites, and much more. Many home electronics also use Al, such as robot vacuum
cleaners or security systems.
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Digital assistants

Smartphones or laptop have use digital assistant software to some degree.


https://cloud.google.com/vision#section-8
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Some of the most popular digital assistants include:

e Siri (Apple)

e Alexa (Amazon)

e Cortana (Microsoft)

o (Google Assistant (Google)
e Bixby (Samsung)

Search engines

Another common application of Al is search engines. Search engine algorithms utilize
Al to refine and show better results without the intervention of programmers. You can
see this in action on Google if you search a question. You’ll see a section called
“People also ask” and if you open one of those questions, it will spawn two more
related questions below.

An even simpler example is Google’s auto-complete answers when you type in the
search bar. An Al algorithm gathers data on what people search most often and uses
that to populate predictions you can use to navigate.

Popular search engines include:

e Google

e Yahoo

e Bing

e DuckDuckGo

Social media

Social media platforms are another common way people interact with AIl. All major
social media platforms run off Al-powered algorithms which are designed to serve
specific purposes. Most use algorithms to determine what their users like and serve
more of that content, to keep the user engaged. Many also run Al algorithms to gather
and store user data to use for advertising purposes.

You can train your social media algorithms to show the content you like by creating
filters, or searching carefully for what you like, and purposefully interacting (liking,
commenting, sharing, etc.) with things you enjoy.

Popular social media platforms include:
e Facebook (Meta)

e Instagram (Meta)
e YouTube



e TikTok
Online shopping

Many online shopping and ecommerce platforms use AI to streamline their
customer experience in a variety of ways.

As a customer, he may experience Al through:

e Personalized product recommendations based on previous shopping activity or
customer profile.

e Pricing optimization based on supply, demand, or previous shopping activity.

e Chatbots to provide instant responses to customer service or technical issues.

e Shipping and delay estimates.
As a business owner, you may consider implementing Al in the following additional
ways:

e Sales and demand forecasting to help you manage your inventory in the face of

increased or decreased demand.

e C(Creating customer profiles and segmentation to boost sales.

e Smart analytics to show in real-time how your business is performing.
Robots

The word “robot” probably makes many people think of sci-fi movies like Star Wars
or shows like Star Trek with their humanoid, intelligent robots. Though those may
seem futuristic or even far-fetched, in reality, many robots already exist in our world.

Robots are used in a myriad of fields to streamline production or keep workers safe.
They handle repetitive tasks or anything deemed too dangerous for a human worker.
Some examples of industrial robots include:

e Aecrospace: You may be familiar with the Mars rovers NASA has landed over
the years. These are programmed to explore, gather samples and send
transmissions back to Earth to provide data from Mars that an astronaut would
be unable to obtain. Most recently, NASA sent the rover Perseverance to Mars
to gather samples and search for signs of ancient life.

e Manufacturing: The use of robots in assembly lines dates back to 1961, when
General Motors introduced a robot to assist with welding and transporting die
casings (jobs deemed too dangerous for humans). It continues to this day,
streamlining production and providing safer working conditions for humans.

e Hospitality: Particularly in recent years, the hospitality industry has adopted
robots to help complete simple tasks and fill in for worker shortages. These can
do things like check-in guests at hotels, mix drinks at cafes, deliver meals to
tables in restaurants, and more.


https://www.mhi.org/fundamentals/robots
https://mars.nasa.gov/mars-exploration/missions/historical-log/
https://www.tableau.com/data-insights/ai/history

Transportation and Navigation

Al is utilized in transportation. Most major map software uses some kind of Al to
interpret real-time traffic data and provide routes and ETAs. Additionally, many
aircraft use an Al-powered autopilot that takes in weather conditions and flight data to
set the course.

e Traffic management systems take in real-time data about the road, weather,
and traffic conditions to predict heavier traffic flows and congestion.

e Direction apps such as Google Maps, Apple Maps, and Waze all use location
data collected from users to determine traffic, ETAs, and more.

e Rideshare apps, much like direction apps, use Al that takes in location and
environmental data to give ETAs, predict road conditions, and set fare rates.

Text editing and autocorrect

Another example of Al in the palm of your hand (if you have a smartphone, anyway)
is autocorrect and other text editing software. This software takes input from
generalized dictionaries and common use but also learns from your specific patterns to
pick up the words you use most frequently and help you spell them.

Other online text editors like Grammarly or Hemingway App take standards of style,
length, and grammar, and compare them to your texts, generating reports on errors and
readability stats. Some of them also analyze other online content in real-time to
compare for originality.

If you have an account with any major bank, chances are they use Al in their fraud
detection and prevention systems. These work by analysing thousands of transactions,
and recognizing normal patterns so they can flag suspicious activity. These programs
can auto-decline anything suspicious and flag an investigation, as well as notify the
individual for verification.

Fraud prevention
Predictions

Since Al can process large amounts of data all at once, it’s useful in identifying
patterns and using those to make predictions. Businesses can then use these
predictions to make informed decisions or prevent possible future issues.

Common uses of predictive Al include:

e Maintenance: Tracking previous repairs and general wear and tear on parts in
equipment allows Al to predict when maintenance needs to happen, preventing
inconvenient breakdowns or possible accidents.

® Modeling: Predictive modeling uses data mining and probability forecasting to
predict and estimate future outcomes.



Gaming

Perhaps surprisingly, Al has been in the field of gaming for years. Over the years,
many Al systems were designed to play various games as the developers worked on
building software that would learn. Als have beaten human champions in Chess, Go,
StarCraft 2, and also on the game show Jeopardy.

many games also utilize Al in their development to continually increase interest and
incentives for users to keep playing. Some games that use Al include:

e Minecraft: uses Al to generate unending virtual environments and adapt to the
player’s style.

e F.E.A.R: uses enemy Al to allow characters to learn and adapt to the player’s
movements in game.

e The Last of Us: has a dynamic Al for each non-player character allowing them
to react differently to the player character depending on their specific choices.

Healthcare

From robotics in hospitals and clinics to predictive software used to diagnose rare
diseases, Al has many uses in the field of healthcare. Doctors and medical staff work
with Al-powered software to provide better care to patients of all types.

Some uses of Al in healthcare:

e Early diagnosis: Al can analyze patient and disease data to predict the
likelihood of a patient developing a disease and either diagnose it early or help
to prevent it entirely.

e Disease tracking: Using predictive analytics, Al can model how a contagious
disease could spread over the course of time or across a specific area.

e Drug discovery: Al models can discover new applications or potentially
harmful interactions between different drugs.

Advertising

Al has numerous applications in the field of advertising. From offering dynamic ads
based on demographics or location to Al that can write the copy itself, Al drives the
field of advertising and marketing forward.

Examples of Al in advertising:

e Ad creation: Al software can be trained to write copy or even make images
based on interaction and purchase data.

e Dynamic presentation: Many ad platforms allow you to create ads that present
different images or text based on customer demographics or location,
personalizing the ad experience.


https://www.ibm.com/ibm/history/ibm100/us/en/icons/watson/

e Budget optimization: Some ad platforms use Al to help determine where an
advertiser’s budget goes, focusing budget spending on the best-performing ad
on the most cost-effective days and times it to the best-performing ad, day, and
time.

Analytics

Finally, another common use for Al is in the field of data science and analytics. One
of the most common uses is in predictive analytics, but Al can also be useful in data
analysis. Most crucially, using Al analytics helps companies to scale their analytics
and allows them to have accurate data at a much quicker rate than before.

Some common uses for Al in analytics are:

e Forecasting: Taking in historical data and creating a reasonable forecast of
what you can expect to see in the future.

e Predictive analytics: Predicting trends and future results based on historical
data.

e Business monitoring: Real-time analytics on all key data points, from revenue
to cost to customer experience.

ADVANTAGES AND DISADVANTAGES OF Al

Eliminates human error and risk

The first major advantage of implementing Al is that it decreases human error, as well
as risk to humans.

An example of Al taking risks in place of humans would be robots being used in areas
with high radiation. Humans can get seriously sick or die from radiation, but the
robots would be unaffected. And if a fatal error were to occur, the robot could be built
again.

24/7 availability

Al programs are available at all times, whereas humans work 8 hours a day. Machines
can work all through the day and night, and Al-powered chatbots can provide
customer service even during off-hours. This can help companies to produce more and
provide a better customer experience than humans could provide alone.

Unbiased decision making

Humans disagree and allow their biases to leak through in their decisions all the time.
All humans have biases, and even if we try and solve for them, they sometimes
manage to sneak through the cracks.

On the other hand, provided the Al algorithm has been trained using unbiased datasets
and tested for programming bias, the program will be able to make decisions without


https://www.tableau.com/learn/articles/what-is-predictive-analytics
https://www.tableau.com/data-insights/ai/algorithms

the influence of bias. That can help provide more equity in things like selecting job
applications, approving loans, or credit applications.

Repetitive jobs

Even the most interesting job in the world has its share of mundane or repetitive work.
This could be things like entering and analyzing data, generating reports, verifying
information, and the like. Using an Al program can save humans from the boredom of
repetitive tasks, and save their energy for work that requires more creative energy.

Cost reduction

Al can work around the clock, creating more value in the same day as a human
worker. And since Al can help to take over manual and tedious tasks, it frees up
workers for higher-skilled tasks. That, ultimately, creates more value for the end-user
or consumer.

Data acquisition and analysis

When it comes to processing data, the scale of data generated far exceeds the human
capacity to understand and analyze it. Al algorithms can help process higher volumes
of complex data, making it usable for analysis.

Summary of Advantages of Artificial Intelligence (AI):

e Al can process vast amounts of data much faster than humans.

e Al can work around the clock without needing breaks or rest.

e Al can perform tasks that are too dangerous or difficult for humans

Disadvantages of Artificial Intelligence (AI):

e Al lacks the creativity and intuition that humans possess.

e Al is limited by its programming and may not be able to adapt to new or
unexpected situations.

e Al may make errors if not programmed and trained properly.

Human Intelligence:

Human intelligence or the behavior of the human being has come from past
experiences and the doings based upon situation, and environment. And it is
completely based upon the ability to change his/her surroundings through knowledge
which we gained.

Differences between Artificial intelligence and Human intelligence:



S.

No. Feature
1. Emergence
2. Nature
3. Function
4 Pace/Rate

’ of Al and
human
6 Learning
' ability
7 Decision
' Making
8. Perfection

Artificial Intelligence

Al is an advancement made by human
insights; its early improvement is
credited to Norbert Weiner who
theorized on criticism mechanisms.

Artificial intelligence (Al) strives to
build machines that can mimic human
behavior and carry out human-like tasks.

Al-powered machines rely on input of
data and instructions.

As compared to people, computers can

handle more data at a speedier rate. For

occurrence, in the event that the human

intellect can solve a math problem in 5

minutes, Al can solve 10 problems in a
minute.

As machines are unable to reason
abstractly or draw conclusions from the
past. They can only acquire knowledge

through information and frequent

training, but they will never develop a
human-specific thinking process.

Al is profoundly objective in choice
making because it analyzes based on
absolutely accumulated data.

Al frequently produces precise comes
about because its capacities are based on
a set of modified rules.

Human Intelligence

On the other hand, human
creatures are made with the
intrinsic capacity to think,
reason, review, etc.

Human intelligence seeks to
adapt to new situations by
combining a variety of
cognitive

Humans use their brains’
memory, processing power,
and cognitive abilities.

In terms of speed, humans
cannot beat the speed of Al
or machines.

Learning from various
events and prior experiences
is the foundation of human
intelligence.

Human choices may be
affected by subjective
components which are not
based on figures alone.

For human insights, there’s
more often than not room for
“human error” as certain
subtle elements may be
missed at one point or the
other.



No. Feature
Energy
9. Consumpti
on
Modificatio
10. nofAland
Human
11.  Versatility
12 Social
" Networking
13. Task
Processing
Learning

Artificial Intelligence

The modern computer generally uses 2
watts of energy.

Al takes much more time to adjust to
unused changes.

Al can as it were perform fewer
assignments at the same time as a
framework can as it were learn duties
one at a time.

Al has not aced the capacity to choose
up on related social and enthusiastic
cues.

It does optimization of the system. It
cannot be creative or innovative as
humans can only think and machines
cannot.

Artificial Intelligence

Based on algorithms and

Human Intelligence

On the other hand, human
brains uses about 25 watts

Human insights can be
adaptable in reaction to the
changes in their
environment. This makes
individuals able to memorize
and ace different skills.

The human judgment skills
underpin multitasking as
proven by differing and
concurrent roles.

On the other hand, as social
creatures, people are much
way better at social
interaction since they can
prepare theoretical data,
have self-awareness, and are
delicate to others’ feelings.

It is innovative or creative.

Human Intelligence

Based on cognitive processes and

mathematical models

Based on data and feedback
loops

biological structures

Based on experience, intuition, and
creativity



Artificial Intelligence Human Intelligence

Slower than Al in processing large
amounts of data, but can make complex
decisions quickly

Can process data and perform
Speed tasks much faster than
humans

Can adapt to new situations, learn from
Can quickly adapt to new data experience, and make decisions based

Adaptability and situations on context
Capable of feeling emotions and
Emotions Lacks emotions and empathy empathy
. . . Capable of creativity, imagination, and
Creativit Limited ability to be creative p inn\(;vzi[i;n gination,
Y or think outside of the box
Has a moral code and conscience that
. Does not have a moral code or : . :
Ethics . guides decision-making
conscience
Physical Does not have physical Limited by physical capabilities and
Limitations limitations, can operate 24/7 requires rest and maintenance
Al terms

Al (artificial intelligence)

Al stands for artificial intelligence, which is the simulation of human intelligence
processes by machines or computer systems. Al can mimic human capabilities such as
communication, learning, and decision-making.

Algorithm


https://www.coursera.org/articles/what-does-ai-stand-for

An algorithm is a sequence of rules given to an Al machine to perform a task or solve
a problem. Common algorithms include classification, regression, and clustering.
Big data

Big data refers to the large data sets that can be studied to reveal patterns and trends to
support business decisions. It’s called “big” data because organizations can now
gather massive amounts of complex data using data collection tools and systems. Big
data can be collected very quickly and stored in a variety of formats.

Chatbot

A chatbot is a software application that is designed to imitate human conversation
through text or voice commands.
Cognitive computing

Cognitive computing is essentially the same as Al It’s a computerized model that
focuses on mimicking human thought processes such as pattern recognition and
learning. Marketing teams sometimes use this term to eliminate the sci-fi mystique of
Al

Computer vision

Computer vision is an interdisciplinary field of science and technology that focuses on
how computers can gain understanding from images and videos. For Al engineers,
computer vision allows them to automate activities that the human visual system
typically performs.

Data mining

Data mining is the process of sorting through large data sets to identify patterns that
can improve models or solve problems.
Data science

Data science is an interdisciplinary field of technology that uses algorithms and
processes to gather and analyze large amounts of data to uncover patterns and insights
that inform business decisions.

Deep learning

Deep learning is a function of Al that imitates the human brain by learning from how
it structures and processes information to make decisions.
Emergent behavior

Emergent behavior, also called emergence, is when an Al system shows unpredictable
or unintended capabilities.
Generative Al


https://www.coursera.org/articles/machine-learning-algorithms
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https://www.coursera.org/articles/ai-engineer
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https://www.coursera.org/articles/what-is-deep-learning

Generative Al is s type of technology that uses Al to create content, including text,
video, code and images. A generative Al system is trained using large amounts of
data, so that it can find patterns for generating new content.

Guardrails

Guardrails refers to restrictions and rules placed on Al systems to make sure that they
handle data appropriately and don't generate unethical content.
Hallucination

Hallucination refers to an incorrect response from an Al system, or false information
in an output that is presented as factual information.
Hyperparameter

A hyperparameter is a parameter, or value, that affects the way an Al model learns. It
is usually set manually outside of the model.
Image recognition

Image recognition is the process of identifying an object, person, place, or text in an
image or video.
Large language model

A large language model (LLM) is an Al model that has been trained on large amounts
of text so that it can understand language and generate human-like text.
Limited memory

Limited memory is a type of Al system that receives knowledge from real-time events
and stores it in the database to make better predictions.
Machine learning

Machine learning is a subset of Al that incorporates aspects of computer science,
mathematics, and coding. Machine learning focuses on developing algorithms and
models that help machines learn from data and predict trends and behaviors, without
human assistance.

Natural language processing

Natural language processing (NLP) is a type of Al that enables computers to
understand spoken and written human language. NLP enables features like text and
speech recognition on devices.

Neural network

A neural network is a deep learning technique designed to resemble the human brain’s
structure. Neural networks require large data sets to perform calculations and create
outputs, which enables features like speech and vision recognition.

Overfitting


https://www.coursera.org/articles/is-machine-learning-hard
https://www.coursera.org/articles/natural-language-processing

Overfitting occurs in machine learning training when the algorithm can only work on
specific examples within the training data. A typical functioning AI model should be
able to generalize patterns in the data to tackle new tasks.

Pattern recognition

Pattern recognition is the method of using computer algorithms to analyze, detect, and
label regularities in data. This informs how the data gets classified into different
categories.

Predictive analytics

Predictive analytics is a type of analytics that uses technology to predict what will
happen in a specific time frame based on historical data and patterns.
Prescriptive analytics

Prescriptive analytics is a type of analytics that uses technology to analyze data for
factors such as possible situations and scenarios, past and present performance, and
other resources to help organizations make better strategic decisions.

Prompt

A prompt is an input that a user feeds to an Al system in order to get a desired result
or output.

Read more: What Is Prompt Engineering? Definition + Examples
Quantum computing

Quantum computing is the process of using quantum-mechanical phenomena such as
entanglement and superposition to perform calculations. Quantum machine learning
uses these algorithms on quantum computers to expedite work because it performs
much faster than a classic machine learning program and computer.

Reinforcement learning

Reinforcement learning is a type of machine learning in which an algorithm learns by
interacting with its environment and then is either rewarded or penalized based on its
actions.

Sentiment analysis

Also known as opinion mining, sentiment analysis is the process of using Al to
analyze the tone and opinion of a given text.
Structured data

Structured data is data that is defined and searchable. This includes data like phone
numbers, dates, and product SKUSs.
Supervised learning
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Supervised learning is a type of machine learning in which classified output data is
used to train the machine and produce the correct algorithms. It is much more
common than unsupervised learning.

Token

A token is a basic unit of text that an LLM uses to understand and generate language.
A token may be an entire word or parts of a word.
Training data

Training data is the information or examples given to an Al system to enable it to
learn, find patterns, and create new content.
Transfer learning

Transfer learning is a machine learning system that takes existing, previously learned
data and applies it to new tasks and activities.
Turing test

The Turing test was created by computer scientist Alan Turing to evaluate a machine’s
ability to exhibit intelligence equal to humans, especially in language and behavior.
When facilitating the test, a human evaluator judges conversations between a human
and machine. If the evaluator cannot distinguish between responses, then the machine
passes the Turing test.

Unstructured data

Unstructured data is data that is undefined and difficult to search. This includes audio,
photo, and video content. Most of the data in the world is unstructured.
Unsupervised learning

Unsupervised learning is a type of machine learning in which an algorithm is trained
with unclassified and unlabeled data so that it acts without supervision.
Voice recognition

Voice recognition, also called speech recognition, is a method of human-computer
interaction in which computers listen and interpret human dictation (speech) and
produce written or spoken outputs. Examples include Apple’s Siri and Amazon’s
Alexa, devices that enable hands-free requests and tasks.


https://www.coursera.org/articles/structured-vs-unstructured-data

TYPES OF ARTIFICIAL INTELLIGENCE

Artificial Intelligence (AI) can be categorized in several ways, based on its
capabilities, functionality, and applications.

1. Based on Capabilities

1. Narrow Al (Weak Al):

Definition: Al systems designed to handle a specific task or a narrow range of
tasks. They are limited to predefined functions and cannot generalize beyond
their programmed capabilities.
Examples: Virtual assistants like Siri and Alexa, recommendation systems on
Netflix and Amazon, and image recognition systems.

2. General Al (Strong Al):

Definition: AI with generalized cognitive abilities similar to human
intelligence. Such systems would be able to understand, learn, and apply intelligence
across a broad range of tasks, mimicking human cognitive functions.

Current Status: This type of Al is theoretical and does not yet exist. It remains a
goal for the future of Al research.

3. Superintelligent AI:

Definition: An Al that surpasses human intelligence across all fields, including
creativity, problem-solving, and social skills. This concept is speculative and
represents a hypothetical future scenario where Al exceeds human cognitive
abilities.

Current Status: This is a theoretical concept and is not realized or operational in
the present.

2. Based on Functionality

1. Reactive Machines:

Definition: Al systems that react to specific inputs with predefined responses.
They do not store memories or past experiences and operate solely based on
current data.

Examples: IBM’s Deep Blue chess-playing computer, which evaluates possible
moves in real-time without recalling past games.

2. Limited Memory:

Definition: Al systems that can use past experiences or historical data to inform
current decisions. They have a limited capacity to store and recall information.
Examples: Self-driving cars that use past driving data to improve decision-making
and safety.

3. Theory of Mind:

Definition: Al systems that would understand and model human emotions,



beliefs, and intentions, and interact with humans accordingly. This type of Al is
still largely theoretical.

Current Status: There are ongoing research efforts, but practical implementations
are not yet available.

4. Self-Aware Al

Definition: An advanced form of Al with seclf-awareness and consciousness. Such
systems would have their own desires, beliefs, and awareness of their own state.o
Current Status: This is a speculative concept and does not exist in current Al
technology.

3. Based on Techniques

1. Symbolic AI (Good Old-Fashioned AI, GOFAI):

Definition: Al systems based on symbolic reasoning and explicit knowledge
representation. They use rules and logic to manipulate symbols and solve
problems.

Examples: Early expert systems and logic-based Al applications.

2. Machine Learning (ML):

Definition: A subset of Al where systems learn from data and improve their
performance over time without being explicitly programmed. ML includes various
approaches:

Supervised Learning: Models are trained on labeled data to make
predictions or classifications.

Unsupervised Learning: Models find patterns or structures in unlabeled
data.

Semi-Supervised Learning: Combines labeled and unlabeled data for
training.

Reinforcement Learning: Models learn through trial and error, receiving
rewards or penalties based on their actions.

3. Deep Learning:

Definition: A subset of machine learning involving neural networks with
multiple layers (deep neural networks). It is particularly effective for complex tasks
such as image and speech recognition.

Examples: Convolutional Neural Networks (CNNs) for image processing and
Recurrent Neural Networks (RNNs) for sequence modeling.

4. Natural Language Processing (NLP):

Definition: Al that enables computers to understand, interpret, and generate
human language. NLP involves tasks like text analysis, translation, and sentiment
analysis.

Examples: Language models like GPT-3, chatbots, and translation services.



5. Computer Vision:

Definition: Al systems that interpret and analyze visual information from the
world, such as images and videos.
Examples: Facial recognition systems, object detection, and autonomous vehicle
navigation.

4. Based on Applications

1. Robotic Process Automation (RPA):

Definition: Al applied to automate repetitive and rule-based tasks in business
processes.

Examples: Automated data entry, processing transactions, and managing
workflows.

2. Expert Systems:

Definition: Al systems designed to mimic the decision-making abilities of human
experts in specific domains.

Examples: Medical diagnosis systems, financial forecasting tools.

3. Autonomous Systems:

Definition: Al systems that operate independently to perform tasks in dynamic
environments.

Examples: Self-driving cars, drones, and robotic vacuum cleaners.

Each type of Al plays a unique role in the advancement of technology and its
applications in various fields. The boundaries between these categories can
sometimes blur, especially as AI continues to evolve and integrate different
techniques and functionalities.



PROBLEM SOLVING IN Al

Problem solving is a core aspect of artificial intelligence (Al) that mimics human
cognitive processes. It involves identifying challenges, analyzing situations, and
applying strategies to find effective solutions

[

Understanding Problem-Solving Agents

In artificial intelligence (Al), agents are entities that perceive their environment and
take actions to achieve specific goals. Problem-solving agents stand out due to their
focus on identifying and resolving issues systematically. Unlike reflex agents, which
react to stimuli based on predefined mappings, problem-solving agents analyze
situations and employ various techniques to achieve desired outcomes.

Types of Problems in Al

1. Ignorable Problems

These are problems or errors that have minimal or no impact on the overall

performance of the Al system. They are minor and can be safely ignored without

significantly affecting the outcome.

Examples:

e Slight inaccuracies in predictions that do not affect the larger goal (e.g., small
variance in image pixel values during image classification).

e Minor data preprocessing errors that don’t alter the results significantly.

Handling: These problems often don’t require intervention and can be overlooked in

real-time systems without adverse effects.

2. Recoverable Problems

Recoverable problems are those where the Al system encounters an issue, but it can

recover from the error, either through manual intervention or built-in mechanisms,

such as error-handling functions.

Examples:

e Missing data that can be imputed or filled in by statistical methods.

e Incorrect or biased training data that can be retrained or corrected during the
process.

e System crashes that can be recovered through checkpoints or retraining.

Handling: These problems require some action—either automated or manual

recovery. Systems can be designed with fault tolerance or error-correcting

mechanisms to handle these.

3. Irrecoverable Problems

Description: These are critical problems that lead to permanent failure or incorrect

outcomes in Al systems. Once encountered, the system cannot recover, and these

problems can cause significant damage or misperformance.

Examples:

e (Complete corruption of the training dataset leading to irreversible bias or poor
performance.

e Security vulnerabilities in AI models that allow for adversarial attacks, rendering
the system untrustworthy.

e Opverfitting to the extent that the model cannot generalize to new data.
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Handling: These problems often require a complete overhaul or redesign of the
system, including retraining the model, rebuilding the dataset, or addressing
fundamental issues in the Al architecture.

Steps in Problem Solving in Artificial Intelligence (AI)

The process of problem solving in Al consists of several finite steps that parallel

human cognitive processes. These steps include:

1. Problem Definition: This initial step involves clearly specifying the inputs and
acceptable solutions for the system. A well-defined problem lays the groundwork
for effective analysis and resolution.

2. Problem Analysis: In this step, the problem is thoroughly examined to understand
its components, constraints, and implications. This analysis is crucial for
identifying viable solutions.

3. Knowledge Representation: This involves gathering detailed information about
the problem and defining all potential techniques that can be applied. Knowledge
representation is essential for understanding the problem’s context and available
resources.

4. Problem Solving: The selection of the best techniques to address the problem is
made in this step. It often involves comparing various algorithms and approaches
to determine the most effective method.

Components of Problem Formulation in AI

Effective problem-solving in Al is dependent on several critical components:

e Initial State: This represents the starting point for the Al agent, establishing the
context in which the problem is addressed. The initial state may also involve
initializing methods for problem-solving.

e Action: This stage involves selecting functions associated with the initial state and
identifying all possible actions. Each action influences the progression toward the
desired goal.

e Transition: This component integrates the actions from the previous stage, leading
to the next state in the problem-solving process. Transition modeling helps
visualize how actions affect outcomes.

e Goal Test: This stage verifies whether the specified goal has been achieved
through the integrated transition model. If the goal is met, the action ceases, and
the focus shifts to evaluating the cost of achieving that goal.

e Path Costing: This component assigns a numerical value representing the cost of
achieving the goal. It considers all associated hardware, software, and human
resource expenses, helping to optimize the problem-solving strategy.

Techniques for Problem Solving in Al

Several techniques are prevalent in Al for effective problem-solving:

1. Search Algorithms

Search algorithms are foundational in Al, used to explore possible solutions in a

structured manner. Common types include:

e Uninformed Search: Such as breadth-first and depth-first search, which do not
use problem-specific information.

e Informed Search: Algorithms like A* that use heuristics to find solutions more
efficiently.

2. Constraint Satisfaction Problems (CSP)
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CSPs involve finding solutions that satisfy specific constraints. Al uses techniques
like backtracking, constraint propagation, and local search to solve these problems
effectively.

3. Optimization Techniques

Al often tackles optimization problems, where the goal is to find the best solution
from a set of feasible solutions. Techniques such as linear programming, dynamic
programming, and evolutionary algorithms are commonly employed.

4. Machine Learning

Machine learning techniques allow Al systems to learn from data and improve their
problem-solving abilities over time. Supervised, unsupervised, and reinforcement
learning paradigms offer various approaches to adapt and enhance performance.

5. Natural Language Processing (NLP)

NLP enables Al to understand and process human language, making it invaluable for
solving problems related to text analysis, sentiment analysis, and language translation.
Techniques like tokenization, sentiment analysis, and named entity recognition play
crucial roles in this domain.

Challenges in Problem Solving with Al

Despite its advancements, Al problem-solving faces several challenges:

e Complexity: Some problems are inherently complex and require significant
computational resources and time to solve.

e Data Quality: Al systems are only as good as the data they are trained on. Poor
quality data can lead to inaccurate solutions.

e Interpretability: Many Al models, especially deep learning, act as black boxes,
making it challenging to understand their decision-making processes.

e Ethics and Bias: Al systems can inadvertently reinforce biases present in the
training data, leading to unfair or unethical outcomes.

Conclusion

Problem solving is a fundamental element of artificial intelligence, encompassing
various techniques and strategies. By understanding the nature of problems,
employing structured approaches, and utilizing effective agents, Al can navigate
complex challenges and deliver optimal solutions. As Al continues to evolve,
enhancing problem-solving capabilities will remain essential for advancing
technology and improving human experiences.
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